Abstract - The success of classical artificial neural networks as well as the wealth of new data about neuronal functions encourages researchers to explore new possibilities for the creation of biologically inspired artificial neural circuits. Temporal sequence is an important factor which is underrepresented in classical artificial neural networks. We developed a computational model of a neuronal circuit that incorporates more biological resemblance in form of a fully interconnected temporal network. The proposed function of the circuit is crucial in selecting the parameters which control each neuron and their final arrangement. However, the mathematics behind the dynamics of nonlinear, time sensitive, interconnected neural circuits and their learning processes as well as the choice of temporal neural code is daunting. To solve this problem, we use evolutionary optimization methods to find the appropriate configuration of simulated neural circuits. The results of a preliminary simulated neural circuit demonstrate that pattern recognition tasks can be performed with robustness to noisy or distorted patterns.

I. OVERVIEW

Expansion of the knowledge of the function of biological neurons has motivated researchers to attempt to develop brain-like computational schemes. The advances of digital and analog VLSI technology and availability of cheap, but powerful, computers has made simulation of vast and complex systems more feasible. Progress in computer science, especially emergence of new optimization and search techniques like evolutionary computing have created answers to previously intractable engineering problems. This is especially true since evolutionary programs and genetic algorithms can easily be parallelized on multi-processor systems or PC clusters. In spite of detailed single-cell descriptions of neurons, one major impediment for creation of functional circuits out of complex artificial neural ensembles has been their interconnection, parameter selection and training, but with the methods mentioned above, one can hope to solve the existing problems and achieve brain-like computing.

Real neurons are powerful computational devices since they are actually complicated analog processors. Besides linear operations, much has been learned about a vast number of nonlinear operations which neurons perform including low and band-pass filtering, normalization, gain control, saturation, amplification, multiplication, and thresholding [1]. In this study, we developed a computational model of a neuron that begins to incorporate these aspects.

Single neurons have limitations too. For example, computations that require more than two recursive nonlinear interactions, finding the maximum of scalar integers, or any operation requiring precision would be difficult for a single neuron. Instead, neurons form massively interconnected parallel circuits to perform given tasks [2]. The engineering challenge is discovering the architecture and learning rules of these interconnected networks of neurons. We use evolutionary computing techniques to adapt the network to perform a predefined function.

The temporal association of synaptic inputs activates cellular mechanisms that underlie such diverse brain processes as learning, memory and coincidence detection for sound localization. Temporal factors can be built into real neural assemblies through repeating units of cellular architecture, as are most easily recognized in cortical territories, and tapped delays via branches of axons traversing the entire structure [3,4,5,6]. Temporal parameters are under-employed in classical artificial networks, but are an integral feature of the circuit we developed.

II. THE CIRCUIT AND ITS PARAMETERS

In this section development of a simple temporal architecture of a neural circuit is described. An important feature of our model is the adaptable temporal characteristics implemented mainly through path delays. The other temporal features are the cells’ absolute and relative refractory periods. The latter has been modeled through an exponentially decreasing firing threshold.
The main element in construction and training of our networks is an evolutionary algorithm which optimizes a series of real valued parameters which represent the network and its neurons. Exponential waveforms are used for action potentials because of their biological relevance and ease of analog circuit implementation in case of hardware implementation. Different aspects of our model are described in the next sections.

**Transducer Neuron**

It is considered that the afferent flow of the sensory (external world) data is inputted to a specialized neuron that acts as a transducer and thus converts the input signal level to appropriate instantaneous frequency. A similar type of neuron is included in our neural architecture that converts a time-series input to a train of action potentials. This cell dispatches the resulting spike train to the rest of the circuit. This cell does not receive feedback from other cells and is composed of one compartment without dendritic structure, as it does not take part in processing of the data. The transducer too is composed of a leaky integrator with absolute and relative refractory periods plus an exponential pre-amplification of the input signal.

**Modeling of Time Delays**

As mentioned, one of the main features that is ignored in most of existing artificial neural networks is the time factor and temporal coding. Temporal patterns of events in biological brains play a key role in perception of the external world and other processes [7,8,9]. Temporally sensitive functions of single neurons as well as their ensembles are crucial to both analysis and learning capabilities of neural circuits.

In our circuit, time delays are included between neurons which model path length or RC. Different time delays associated with each synapse model

![Figure 1. Comparison of classic neural networks inclusion of a time series (left) versus proposed neural circuit (right). While classical neural networks have a uniform tapped delay line, the path delays for each inter-neuron signal in the suggested model can be of any value. The transducer is represented by T, the neurons by N, and delays are represented by $d_{ij}$.

**Compartmental Model of Neuron**

A compartmentalized model of a neuron is used. As has been suggested in various literatures...
the dendritic tree is divided into thresholding, neuron-like sub-trees, with up to a 100 sub-trees per each neuron. Their outputs are summed up in the main trunks and converge into the soma, where the soma is simply another similar compartment. Therefore each neuron is like a two-layer feed-forward network, with each sub-tree acting as a hidden node. These compartments have both absolute and relative refractory periods. In this study, we have only a single generic excitable dendritic sub-tree for each node. More complex models will be explored in future.

**Action potentials and their rate**

A useful but simple way to convert an accumulated level in a compartment is the use of a leaky integrate-and-fire model. This model not only does the job of level-to-frequency conversion but also helps in coincidence detection. The leaky integrator fires action potentials when it is charged to its threshold. The initial values for these integrators were taken from auditory circuit neurons and later subjected to Gaussian mutation for evolution. Action potentials are composed of an exponential attack and an exponential decay phase, modeling the RC circuit of the membrane. The initial excitatory postsynaptic potential (ePSP) is composed of a fast exponential attack and a slower exponential decay. The inhibitory postsynaptic potential (iPSP) is the same but with a negative. It is interesting to note that dendritic sub-trees can use PSPs as building blocks and linearly combine them to get different waveforms, as in the auditory system, and the resulting sharper waveforms will yield better temporal resolution [18]. There is biological evidence (e.g. in cortical neurons) supporting such basis function approach to sensorimotor transformations [19].

**The Connection Weight Matrix \( W_{N \times N} \)**

\( W \) is an \( N \times N \) matrix where \( N \) is the number of compartments in the circuit, with each member \( w_{ij} \) defining the connection weight between the presynaptic neuron/dendritic tree \( i \) to its target synapse/neuron \( j \). \( W_{N \times N} \) constitutes an important part of learning by memorizing the optimized connection weights, similar to those of classical neural networks.

**The Delay (or path length) Matrix \( D_{N \times N} \)**

\( D_{N \times N} \) is composed of elements \( d_{ij} \) which represent the path delays between the presynaptic neuron/dendritic tree \( i \) to target synapse/neuron \( j \). This matrix memorizes the important temporal configuration learned through evolutionary optimization. \( N \) is the number of compartments in the circuit.

**III. EVOLUTION PROCEDURE**

The last section discussed the details of the model for the neural circuit. Evolution is used to adapt the parameters in circuits’ chromosome such that the network can perform a chosen task. A fitness function determines the success of the circuit. During the evolution cycle, first the initial population is generated. Each representation is then converted to the corresponding architecture, The chromosome for each circuit is composed of the delay and weight matrices, \( D_{N \times N} \) and \( W_{N \times N} \). Search operators are applied in order to produce offspring, and the fittest from both parents and offspring are chosen for next cycle. Since an evolutionary search is performed on a large population and enjoys the element of randomness to some extent, unlike gradient descent, there is less probability of being trapped in local minima.

**Evolutionary Procedure Details**

**Mutation:** Mutation will be applied through Gaussian deviations so the offspring would generally follow their parents. During initial genesis of each network, the weight and delay matrices generated by picking their values randomly but within biologically plausible ranges.

No crossover was used since the knowledge is spread across the network, and its application to weight or delay matrices would destroy the accumulated knowledge in those formations.

**Fitness:** Number of offspring for each circuit is determined by its fitness, which is defined as its degree of success in achieving the defined goal. To quantify this, the algorithm observes the emergence of a neural code (the way neurons create or interpret spiking patterns), which is predefined for recognition of specific input pattern. In this study, the code is simply firing rate maximized for one input waveform and minimized for the other one. This ratio of max-to-min firing rates will constitute the fitness of an individual network. A cell must be selected as the output or “grandmother” cell. Because of the symmetry of fully interconnected network, we do not need to assume one initially. Instead the program measures the triangle to square wave output frequency ratio for each cell and chooses the highest as that network’s fitness.
Training and Simulation

Over-fitting can occur if the number of examples is high and their variance low, since the network might precisely lock into the training pattern. Training sets used in this research are in the form of time series representing triangle and square waveforms. Invariance is tested by compressing or stretching the input waveforms in time by a non-rational factor. Robustness is tested by inclusion of noise with different characteristics.

In order to determine the level of discrimination the circuit has achieved in training, the algorithm dynamically chooses an output cell with the highest occurrence of the predefined neural code, here maximum spike frequency. This offers a practical solution to neural code and the so-called "grand mother cell" problems. In other words, all the neurons have the potential to be output cells.

IV. SIMULATION RESULTS

For preliminary work, a small population of ten simulated neural circuits was evolved, each consisting of six fully connected neurons. Zero-mean Gaussian mutations with a fixed standard deviation of 10ms are used for all elements in the delay matrix. The same distribution but with a standard deviation of $10^{-9}$ (about 10% of initial values) is used for mutations of the weight matrix. The code was written in Matlab 5 and executed on a single processor, so the size of the network was kept small to achieve higher speed. The network was evolved for five generations, with each test simulating a time equal to 100 ms.

Integrate and fire compartments have an RC of 10ms, absolute refractory period of 1ms, and relative refractory period of 2ms. One cell is designated as a transducer, receiving a waveform from outside, with an exponential input amplification [20]. Triangle and square waves were used both in training (evolving) and testing the circuit. Figure 2 shows the triangular input waveform and the resulting train of action potentials at the transducer’s output. Figure 3 shows the same for a square wave. The circuits then undergo an evolution process to find the best (fittest) circuit which distinguishes a triangle from a square wave. Figure 4 shows the output cell’s spiking activity for a square and triangle wave for the circuit with highest fitness. Note that even though a square wave produces more spikes at the transducer cell, the circuit has successfully blocked it out at the output cell. It appears that the ensemble is detecting the temporally different patterns of triangle spikes injected by the transducer cell. Only the last half of the output (the last 500 ms) was used in fitness evaluations in order to let the circuit reach steady state.

After evolutionary training, the circuit was subjected to 4 test cases. The first two were triangle and square waves with added low passed Gaussian noise with standard deviations of 0.1 and 0.25. As it can be seen from Figure 5, the network robustly distinguishes a triangle from a square wave with additive noise with standard deviation of 0.10, shown by firing at the output neuron. Similar results were seen for the second case (Gaussian noise, SD=0.25).

Similarly, this output pattern was not affected by time distortion where each waveform was expanded by square root of 2, a non-rational number. The same results were seen when the network was exposed to waveforms compressed by factor of square root of two.
Notice that this robust recognition capability has been achieved through just five generations of the evolutionary algorithm, and holds promise for more difficult pattern recognition problems. Repeated runs created comparable performance.

Future work will include augmenting the neuron model by inclusion of short-range sub-threshold interaction of PSPs in dendritic trees, spike-timing dependent synaptic plasticity, synaptic redistribution and scaling, and improving the evolution process by dividing the circuit parameters into local and global sub-groups.
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